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Understanding Accelops 
Backend 



 Get Great Suggestion From 

 Bin (GUI Developer) 

 Yu  (Backend Developer) 

 Lin (App Server Developer) 

Thanks List 

2 



 Outline 

 System Structure 

 Device Monitor 

 Life of Event 

 App Server and Backend Communication(A&B C) 

 Data Analysis 

 

Content 
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 What does Accelops do? 

 Market 

 PAM, SIEM 

 License 

 EPS, Device Number 

 GUI 

 Dashboard, Analytics, Incidents, CMDB, Admin 

 

Outline 
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Outline 
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 AO Backend is about 

 Data Pulling 

 Data Storing 

 Data Analyzing 



 Through protocols: 

 SNMP, WMI, SSH, 
HTTP 

 Also receive event 
from target device 

 Transfer data to: 

 File  (SVN Server) 

 XML   (SQL DB) 

 Event (Event DB) 

 

Outline – Data Pulling 
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 Relational Data – SQL DB 

Outline – Data Type 
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ID Name Type 

1 juniperfw Firewall 

2 SJ-QA-A-Fdy-
Bigron 

Router 

ID Dev 
Src 

Dev 
Dest 

Layer 

1 1 2 L2 



 Time-based Non-Relational Data – Event DB 

Outline – Data Type 
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 Version Based Data – SVN 

Outline – Data Type 
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 Data Storing and Analyzing – SVN 

 Backend update SVN 

 GUI show SVN data from App Server 

 Install Software 

 Running Configure 

 Startup Configure 

Outline – SVN 
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 Data Storing and Analyzing – SQL DB 

 

 

Outline – SQL DB 
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 App Server 
protect SQL DB 

 REST API 
(Backend to App 
Server) 

 

 

 



 REST API – Important way for debugging 

 Decouple Backend and App Server 

 Easy to get (browser or curl) 

 Human Readable 

 Cache 

 

Outline – Rest API 

12 File:/opt/phoenix/cache 



 Data Storing and Analyzing – Event DB 

Outline – Event DB 

13 

Attr Value 

9 192.16.20.116 

1006 devAOTest 

1053 88.13% 

Attr Name Type 

9 reptDevIpAddr IP 

1006 hostName String 

1053 inIntfUtil Double 

Rest API: https://192.168.20.116/phoenix/rest/config/eventAttributeType 



 Beginning 

 VA 

 SaaS 

 Now 

 VA 

 VA with collector 

 AOSP 

 Amazon EC2 

System Structure – Selling Model 
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System structure is 
dependent on how we sell 



 What IT management tool should like for 
enterprise at one location 

 Software Install 

 GUI 

 Challenge 

 QA need to test different OS – Virtual 
Machine 

 Access tool from different devices – B/S 
architecture 

 

System Structure – VA 
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 VA – Virtual Application 

 All in One 

 Internal data center 

 Simplified deploy 

 Single customer 

 

System Structure – VA 
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 Saas – Software as a service 

 Customized Resource 

 Light collector 

 Logon to our service and monitoring 

 Challenge 

 Scalability – Distributed System 

 Multiple Customer 

 Monitoring Service 7x24 

System Structure – Saas 
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System Structure – SaaS 
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System Structure – Processes on SaaS 
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Process Function Sp Wk Co 

phMonitor Monitoring other processes √ √ √ 

(P) phDiscover Pulling basic data from target √ 

(P) phPerfMonitor Execute performance job √ 

(P) phAgentManager Execute event pulling job √ 

(P) phCheckpoint Execute checkpoint monitoring √ 

(S) phParser Parsing event to shared store (SS) √ √ √ 

(S) phEventPackage Uploading event/svn file to 
super/worker 

√ 

(S) phDataManager Save event from SS to Event DB √ √ 

(A) phRuleMaster Decide if rule fire √ 

(A) phRuleWorker Aggregating data for rule √ √ 

(A) phQueryMaster Merge data from queryWorker √ 

(A) phQueryWorker Execute query task √ √ 

(A) phReportMaster Merge data from reportWorker √ 

(A) phReportWorker Aggregating data for report √ √ 

(A) phIpIdentityMaster Merge IP Identity info √ 

(A) phIpIdentityWorker Collecting IP Identity info √ √ 

(S) Apache Receive event/svn file from 
collector 

√ √ 



 Saas to AOSP(Service Provider) 

 What is SP? 

 Why SP? 

 Challenge 

 Multiple Customer 

 Large Scale of Data 

 Complex Customer Environment 

 

 

 

System Structure 
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Nightmare of CustId 
Starts Here  



System Structure – AOSP 
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System Structure – Processes on AOSP 
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Process Function Sp Wk Co 

phMonitor Monitoring other processes √ √ √ 

(P) phDiscover Pulling basic data from target √ √ 

(P) phPerfMonitor Execute performance job √ √ √ 

(P) phAgentManager Execute event pulling job √ √ √ 

(P) phCheckpoint Execute checkpoint monitoring √ √ √ 

(S) phParser Parsing event to shared store (SS) √ √ √ 

(S) phEventPackage Uploading event/svn file to 
super/worker 

√ 

(S) phDataManager Save event from SS to Event DB √ √ 

(A) phRuleMaster Decide if rule fire √ 

(A) phRuleWorker Aggregating data for rule √ √ 

(A) phQueryMaster Merge data from queryWorker √ 

(A) phQueryWorker Execute query task √ √ 

(A) phReportMaster Merge data from reportWorker √ 

(A) phReportWorker Aggregating data for report √ √ 

(A) phIpIdentityMaster Merge IP Identity info √ 

(A) phIpIdentityWorker Collecting IP Identity info √ √ 

(S) Apache Receive event/svn file from 
collector 

√ √ 



 phstatus 

 

 

System Structure – Processes on SaaS 
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 Solution for enterprise with multiple 
location 

 One customer only 

 Multiple internal networks 

System Structure – VA with Collector 
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 Answering 

 What is it? (Discover – SQL DB) 

 What the status of it? (Performance 
Monitoring, STM – Event DB, SVN Server) 

 What is it telling us? (Event Pulling – Event 
DB) 

 Basic Idea 

 No agent on target 

 Stable info and rapidly changed info 

 Device based 

Device Monitor 
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 Stable Info (SQL DB) 

 Hostname 

 Hardware 

 Relationship 

 Network connectivity 

 Rapidly Changed Info (Event DB) 

 Uptime 

 Availability 

 CPU, MEM, INTF Utility 

 Processes Utility 

 

Device Monitor 

26 



 Device Monitor 

 Has IP Address 

 Application is installed in device 

 Device relationship is on topology 

 Incident with target IP 

Device Monitor 

27 



 Service Monitoring 

 VM monitoring 

Device Monitor 

28 



 Service Monitoring 

 Application only monitoring 

 LDAP 

 Nessus 

 Checkpoint 

 URL based monitoring 

 Qualys 

 Customer Https 

 

Device Monitor 
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 Go Through A Discover and Monitor Case 

Device Monitor 
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 Http Get 

 Http Post 

 Socket 

 LOG 

 Pipe 



 Customer click discover on GUI 

Device Monitor – Discover 
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 phMonitor periodically asking for new task 
from App Server(Http Get) 

Device Monitor – Discover 

32 Rest API: https://192.168.20.116/phoenix/rest/sync/task?custId=1&agentId=1 

Why not send out 
task by App Server? 



 phMonitor logged task list to phParser 
(LOG) 

Device Monitor – Discover 
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 phMonitor send task to phDiscover (Socket) 

 Command Port 

 Command Id 

 Callback 

Device Monitor – Discover 
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Process Port 

phMonitor 7900 

phDiscover 7928 

phPerfMonitor 7942 

phParser 7914 

phAgentManager 7926 

phQueryMaster 7918 

File:/opt/phoenix/config/phoenix_config.txt 



 phMonitor update task status 

 To App Server (Http Post) 

 To phParser (LOG) 

Device Monitor – Discover 
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 phDiscover log received 
task to phParser(LOG) 

 

 phDiscover get related 
info from App Server 
(Http Get)  

Device Monitor – Discover 
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Rest API: https://192.168.20.116/phoenix/rest/deviceInfo/discovery 
?taskId=565361&custId=1&agentId=1 



 Work Flow of Discover 

 Typical 

 SNMP (snmpwalk) 

 WMI (wmic) 

 Exceptions 

 LDAP 

 PING 

 CHECKPOINT 

 AWS 

 UCS 

 …… 

 

Device Monitor – Discover 
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 Predefined Performance Job 

 

Device Monitor – Discover 

38 File:/opt/phoenix/data-definition/PerfMonitorTemplate.xml 



 Predefined Event Pulling Job 

 Type 

 Cisco SDEE 

 JDBC 

 Checkpoint 

 Nessus 

 …… 

 Difference with Performance Job 

 SIEM and PAM 

 Predefine Matrix and Unknown Scale Data 

Device Monitor – Discover 
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 phDiscover output result 

 To App Server (Http Post) 

 To phParser (LOG) 

Device Monitor – Discover 

40 File:/data/cache/discoveryResult/cust-1/completed 



 Discover Succeed! 

Device Monitor – Discover 
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 Discover Succeed! 

Device Monitor – Discover 

42 



 Update Task Triggered 

Device Monitor – Monitor 

43 Table: ph_task 



 phPerfMonitor Get Task 

Device Monitor – Monitor 

44 
https://192.168.20.116/phoenix/rest/deviceInfo/perfMonitor? 
custId=1&taskId=2026051 

https://192.168.20.116/phoenix/rest/deviceInfo/parsing? 
taskId=2026050&custId=1&agentId=1 



 Job distribution in AOSP 

 Super and Worker both monitor devices 

 App Server allocate devices 

 Multiple tasks created 

Device Monitor – Monitor 

45 File: File:/data/cache/worker_mon_job.xml 



 phPerfMonitor Add Task and Execute 

Device Monitor – Monitor 
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 What means event? 

 It’s a string or binary 

 It contains information 

 It has been received by AO 

 It’s expected to be parsed 

Life of Event 
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 Outside Event 

 Syslog 

 SNMP TRAP 

 Snail 

 Net flow 

 …… 

 Self Created Event 

 Syslog 

 Socket 

 

Life of Event – Event Source 
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 phPerfMonitor monitoring target 

 Get data from target device by SNMP 

 

 

 

 

 Construct string contain those data 

 

 

 

 Send to port 514 (phParser) through UDP 

Life of Event – Construct and Send 
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[PH_DEV_MON_SYS_CPU_UTIL]:[eventSeverity]=PHL_INFO,[fileName]=phPerfJob.cpp,[l

ineNumber]=3248,[cpuName]=CPU x 

1,[hostName]=frankwin2008,[hostIpAddr]=172.16.22.134,[cpuUtil]=18.000000,[pollIntv]=17

6,[phLogDetail]= 



 phPerfMonitor monitoring target 

 Fail to get data from target device by WMI 

 Construct string contain debug info 

 

 

 

 Send by syslog service 

 Syslog service found forwarding rule for this 
user (local5) and this log level 

 

 

 phParser receive string by port 6100 

Life of Event – Construct and Send 
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Jan 27 11:54:17 PH-QA-AUTOTEST phPerfMonitor[9024]: 

[PH_GENERIC_WARNING]:[eventSeverity]=PHL_WARNING,[procName]=phPerfMonitor,[f

ileName]=phPerfJob.cpp,[lineNumber]=5775,[phLogDetail]=WMI lookup for 

Win32_PerfRawData_PerfDisk_LogicalDisk failed for WIN-IIKW9EG1676(172.16.22.134):  

Retrieve result data. 

local5.*                                                     /opt/phoenix/log/phoenix.log 

*.info;cron.none                                        @127.0.0.1:6100 

File:/etc/rsyslog.conf 



 phParser listening ports 

Life of Event – Parsing 
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Port Event TCP UDP 

162 SNMP TRAP √ 

514 Syslog √ √ 

1470 No Idea… √ 

2055 NET FLOW √ 

6100 Internal Event √ 

6343 SFLOW √ 

7912 IPS, Checkpoint, Incident √ 

7914 Command Port √ 



 phParser parsing event 

Life of Event – Parsing 

52 File:/opt/phoenix/config/xml 



 Parsing XML 

Life of Event – Parsing 

53 



Life of Event – Parsing 

54 



 Simple on non collector machine 

 Type: Super, Worker, VA 

 

Life of Event – Storing 

55 



 Need to upload file to cloud on collector 

 Randomly pick super or one of workers 

 SS content on super and workers 

Life of Event – Storing 
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 sss – Shared Store Status 

Life of Event – Storing 
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Life of Event – Storing 

58 File:/data/eventdb 



 App Server and Backend Communication 

 Time driven 

 Server configuration 

 Task driven 

 Discover 

 Performance job update 

 Socket driven 

 Change set driven 

A&B C 

59 



 Task 

 Query & Summary Report 

 Rule Update 

 Rule Exception Update 

 Manually Clear Incident 

 Trait 

 Server Side 

 Fast Response 

 

A&C – Socket Driven 
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A&B C – Change Set Driven 

61 



 App Server Maintain Change 

 

 

 

 Backend Keep Asking Change 

A&B C – Change Set Driven 

62 Rest API: https://192.168.20.116/phoenix/rest/changeSet?since=1359407989 

Table: ph_change_set 

172.16.22.212 - - [28/Jan/2013:13:29:57 -0800] "GET /phoenix/rest/changeSet?since=1359408567788&phProcessName=phMonitorWorker HTTP/1.1" 200 221 

172.16.20.109 - - [28/Jan/2013:13:29:59 -0800] "GET /phoenix/rest/changeSet?since=1359408568918&phProcessName=phMonitorWorker HTTP/1.1" 200 221 

172.16.22.204 - - [28/Jan/2013:13:30:01 -0800] "GET /phoenix/rest/changeSet?since=1359408571259&phProcessName=phMonitorAgent HTTP/1.1" 200 221 

172.16.22.211 - - [28/Jan/2013:13:30:07 -0800] "GET /phoenix/rest/changeSet?since=1359408577267&phProcessName=phMonitorSupervisor HTTP/1.1" 200 221 

172.16.22.203 - - [28/Jan/2013:13:30:08 -0800] "GET /phoenix/rest/changeSet?since=1359408578416&phProcessName=phMonitorAgent HTTP/1.1" 200 221 

172.16.22.202 - - [28/Jan/2013:13:30:14 -0800] "GET /phoenix/rest/changeSet?since=1359408584765&phProcessName=phMonitorAgent HTTP/1.1" 200 221 

172.16.22.215 - - [28/Jan/2013:13:30:17 -0800] "GET /phoenix/rest/changeSet?since=1359408587456&phProcessName=phMonitorAgent HTTP/1.1" 200 221 

172.16.22.213 - - [28/Jan/2013:13:30:17 -0800] "GET /phoenix/rest/changeSet?since=1359408587605&phProcessName=phMonitorAgent HTTP/1.1" 200 221 

172.16.22.214 - - [28/Jan/2013:13:30:21 -0800] "GET /phoenix/rest/changeSet?since=1359408591864&phProcessName=phMonitorWorker HTTP/1.1" 200 221 



 Sample – Create New Device 

 Create new device on GUI manually 

A&B C – Change Set Driven 
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 Sample – Create New Device 

 Change set receive 

 

 

 

 

 

 

 

 

 

 

A&B C – Change Set Driven 
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 Sample – Create New Device 

 Update related group in memory cache 

A&B C – Change Set Driven 
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Type Incremental 
Update 

Lazy Update Rest API 

Network Interface https://192.168.20.116/phoenix/rest
/config/networkInterface 

RBAC Profile √ https://192.168.20.116/phoenix/rest
/system/rbac/eventQueryCondition 

Device Properties √ https://192.168.20.116/phoenix/rest
/device/properties 

Domain (Org Scope) https://192.168.20.116/phoenix/rest
/config/domain 

Application Package https://192.168.20.116/phoenix/rest
/config/applicationPackage 

Business Service √ https://192.168.20.116/phoenix/rest
/cmdb/bizServices 

Event Type Group √ https://192.68.20.116/phoenix/rest/
cmdb/event/type2group 

Device Maintenance √ https://192.68.20.116/phoenix/rest/
devMaintenance 

Group √ √ https://192.68.20.116/phoenix/rest/
namedValue 



 Customer Id in ChangeSet 

 CustId 1 – Super Local (Default Customer) 

A&B C – Change Set Driven 
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 Customer Id in ChangeSet 

 CustId > 2000 – Other customer 

 

 

 

 

 CustId 3 – Super global (Cross Customers) 

A&B C – Change Set Driven 
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 Customer Id in ChangeSet 

 CustId 0 – System and Share 

 

A&B C – Change Set Driven 
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 Customer Id in Change Set 

 Item has customer Id, group also has customer 
Id 

 Group has father group, customer Id might be 
different 

 Group has item for multiple customers 

A&B C – Change Set Driven 
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 Customer Id in Change Set 

 Backend required quick response for change 
set query 

 Super Global is a special customer Id  

A&B C – Change Set Driven 
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 Rule – What’s happening? 

 Event Scan 

 Incident 

 Report – What’s the status? 

 Ad hoc 

 Real Time 

 Inline 

 Summary 

Data Analysis 
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 Definition 

Data Analysis – Rule 

72 
Rest API: https://192.168.20.116/phoenix/rest/dataRequest/rule 
Rest API: https://192.168.20.116/phoenix/rest/dataRequest/ruleException 



 Rule Worker 

 Select Event 

 Pack Event 

 Rule Master 

 Aggregator 

 Pattern 

  Relationship 

 Incident Firing 

 Incident Clear 

 

Data Analysis – Rule 
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 Rule Worker 

Data Analysis – Rule 

74 



 Rule Master 

Data Analysis – Rule 
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 How to calculate aggregator distributed 

 COUNT 

 MAX 

 MIN 

 SUM 

 LAST 

 FIRST 

 AVG 

 COUNT DISTINCT 

 Percentage 

 

Data Analysis – Rule 

76 



 Incident 

Data Analysis – Rule 

77 



 Ad hoc query – Historical Search 

Data Analysis – Report 
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 Ad hoc query 

Data Analysis – Report 
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 Ad hoc query – Incident Page 

 

 

 

 

 Ad hoc query – Trigger Event 

Data Analysis – Report 
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 Ad hoc query – Incident 

 Why? 

Data Analysis – Report 

81 



 Real Time Query 

Data Analysis – Report 
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 Real Time Query 

Data Analysis – Report 

83 



 Inline Query – Dashboard 

 Long term query 

Data Analysis – Report 

84 Rest API: https://192.168.20.116/phoenix/rest/dataRequest/report 



 Inline Query – Run From Report 

Data Analysis – Report 
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 Inline Query – Other 

Data Analysis – Report 
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 Inline Query 

 Optimize – Report Engine 

 Predefined Inline Report 

 Aggregated Middle Result 

 

 

Data Analysis – Report 
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 Inline Query 

 Optimize – Report Master 

 From (0, 5100) 

 To   (0, 3600), (3600, 4500), (4500, 4800), 
(4800, 5100) 

Data Analysis – Report 

88 



 Summary – Dashboard 

 Short term query but frequently called 

Data Analysis – Report 

89 



 Summary – Device Health 

Data Analysis – Report 

90 



 Summary 

 Optimize – Memory Cache 

Data Analysis – Report 
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 How many of them get data from event db? 

Data Analysis – Data Source 
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Type Data Source 

Rule Shared Store 

Ad hoc Query Event DB 

Real Time Query Shared Store 

Inline Query Report Aggregated File 

Summary Memory Cache 

Incident Query SQL DB 



Data Analysis 
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Type Time Range Define Frequency Response Scope Source Media 

Ad hoc Random Random Normal Normal Broad Event DB Disk 

Real Time Random Normal Fast Narrow Shared 
Store 

Memory 

Inline Long Fixed Normal Normal Broad Report 
Aggregate
d File 

Disk 

Summary Short Fixed High Fast Narrow Memory 
Cache 

Memory 
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Q&A 


